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Industrial communications have come a long way in recent years. No longer are the days of  

Fieldbus cards & serial connectors. Todayôs industrial networks are intelligent and robust. They 

can transmit data across high-speed wireless bridges, high-performance industrialized gigabit 

switches, and backhaul 10-gigabit fiber links.   

 

But this hasnôt always been the case. Up until recently, industrial networks were mainly closed-

looped networks, consisting of simple communications between integrated digital circuits, 

microprocessors, and logic controllers. These simplified forms of communication were the 

industrial industry standards for many years.   

 

However, as advancements in technology and communications were taking place, digital 

circuits were becoming cumbersome, limiting, and expensive to maintain. The various industrial 

industries needed faster more robust ways of communicating that would allow for expansion 

and growth. This eventually led to the introduction of Ethernet technologies into once closed-off 

digital looped networks. 

 

This improved form of communication was a major leap forward for engineers. This new way of 

transmitting data gave engineers the ability to expand their once closed-off digital networks and 

incorporate new features such as remote management and segmentation, as well as PC-based 

hardware and software into their networks.  

 

Ethernet-based communications were transformative; however, it did present challenges. The 

IEEE 802.3 standards used in traditional Ethernet communications did not meet the 

requirements needed for real-time industrial communications. Ethernet TCP was too slow. Its 

error-checking features that guarantee packet delivery caused latency and couldnôt support real-

time communications. Ethernet UDP had a much quicker packet delivery than TCP, however, 

the UDP protocol by design is unreliable and did not provide the guaranteed packet delivery 

needed for real-time data streams. These lacks of features eventually led to the creation of 

industrial protocols that could provide guaranteed packet delivery in the sub-milliseconds 

needed for synchronized industrial communication streams. 

 

Switching technology has also gone through several changes over the years. Hubs and 

repeaters that once held communications together became obsolete. The lack of quality of 
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service during data transmissions caused signaling issues and applications would often time 

out. Carrier Sense Multiple Access with Collision Detection was added to improve data flow, but 

hub and repeaters eventually fell by the wayside as multilayer switches with advanced feature 

sets took over. Eventually, industrialized networking equipment came to pass. Designed 

specifically for industrial environments, these feature-rich, ruggedized networking switches 

would provide the advanced communications needed for industrial industries. 

  
  

 
 

 

 

Growth Hurdles  

The advancements in switching technologies have really opened up the door for industrial 

networking. Larger processor chips with increased internal memory have allowed manufacturers 

to increase data throughput at higher rates. We now see industrial networking switches 

integrated with 1 gigabit and 10-gigabit switch ports and up to 40-gigabit backplane switching. 

This increase in switching capabilities has created an explosion of intelligent industrial devices 

that rely heavily on bandwidth availability.   

 

However, as industrial networks have become sophisticated and more bandwidth dependent 

devices are brought online, link congestions from oversubscribed switch ports have become a 

real problem. Engineers are now having to deal with enterprise-class networking issues in their 

industrial networks. As such, they are reaching into the administratorôs tool bag and using 

management features like Quality of Service (QoS) for network stabilization. 

  

Enterprise Integration  

Modernized industrial networks have blurred the lines between the once separated enterprise 

and industrial network. Now instead of two physically separated networks, enterprise and 

ñSwitching technology has also gone through several changes over 

the years. Hubs and repeaters that once held communication together 

became obsolete.ò 
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industrial networks are virtually separated while being interconnected at the core and 

distribution levels of the network. To add further complexities, these networks commonly share 

virtual LAN segments or VLANs that often carry security policies, routing policies, and 

bandwidth policies with them.    
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What Can QoS do for Industrial 
Communications? 
 
Inside your typical network, data-flows or packet transmissions are based on best-effort 

delivery. Meaning that all transmitted data have the same chances of being delivered and 

dropped during times of congestion. For non-critical data-flows or traffic, this method of data 

delivery is adequate. However, certain types of data traffic, such as control and synchronization, 

have specific time periods for packet delivery.    

 

QoS offers mechanisms for packet prioritization and bandwidth control during times of 

congestion. These mechanisms apply traffic filters to maintain the quality of service for specific 

types of data streams such as VoIP and Precision-Time-Protocol.  

  

Understanding QoS 

To understand QoS you must first be familiar with the 7-layer OSI model and the 4-layer TCP/IP 

stack. More importantly, you must understand the layer 2 & 3 functionality of networking in order 

to create an efficient QoS implementation. 

 

To begin with, layer 2 and layer 3 have different sets of architectures and deal with data streams 

differently. Layer 2 deals with data streams in terms of frames whereas layer 3 deals with 
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packets. Layer 2 frames use MAC addresses as source and destinations to forward frames and 

layer 3 packets use IP addresses for the same purposes.      

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 
 

 
 

 
 

 
 
 

 

 

 

 

 

 

Layer 2: Packet Forwarding  

Layer 3: Packet Forwarding  


